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executed by the processor, cause the processor to execute:
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detection accuracy of the retrieval word or the lower the
pronunciation difficulty of the retrieval word or the lower the
appearance probability of the retrieval word, the stricter the
detection criteria; performing first voice retrieval processing
on voice data according to the detection criteria and detect-
ing a section that possibly includes the retrieval word as a
candidate section from the voice data; and performing
second voice retrieval processing different from the first
voice retrieval processing on each candidate section and
determining whether or not the retrieval word is included in
each candidate section.
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VOICE RETRIEVAL DEVICE AND VOICE
RETRIEVAL METHOD FOR DETECTING
RETRIEVAL WORD FROM VOICE DATA

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2013-
218422, filed on Oct. 21, 2013, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a voice
retrieval device and a voice retrieval method for detecting a
retrieval word from voice data, for example.

BACKGROUND

There has been a research for a technology to detect a
specific retrieval word to extract a part related to desired
contents from voice data obtained by recording telephone
calls or recording voices in lectures or conferences. In such
a voice retrieval technology, there has been proposed a
technology to speed up retrieval processing (see, for
example, Japanese Laid-open Patent Publication No. 2002-
278579). A voice data retrieval device disclosed in Japanese
Laid-open Patent Publication No. 2002-278579, for
example, converts voice waveform data into a voice symbol
string and detects a section that matches with a voice symbol
of a retrieval word in the voice symbol string. Then, the
voice data retrieval device uses the voice waveform data in
the detected section to determine whether or not the retrieval
word is included in the section.

SUMMARY

In accordance with an aspect of the embodiments, a voice
retrieval device includes a processor; and a memory which
stores a plurality of instructions, which when executed by
the processor, cause the processor to execute: setting detec-
tion criteria for a retrieval word, based on a characteristic of
the retrieval word, such that the higher the detection accu-
racy of the retrieval word or the lower the pronunciation
difficulty of the retrieval word or the lower the appearance
probability of the retrieval word, the stricter the detection
criteria; performing first voice retrieval processing on voice
data according to the detection criteria and detecting a
section that possibly includes the retrieval word as a candi-
date section from the voice data; and performing second
voice retrieval processing different from the first voice
retrieval processing on each candidate section and determin-
ing whether or not the retrieval word is included in each
candidate section.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims. It is to be
understood that both the foregoing general description and
the following detailed description are exemplary and
explanatory and are not restrictive of the invention, as
claimed.

BRIEF DESCRIPTION OF DRAWINGS

These and/or other aspects and advantages will become
apparent and more readily appreciated from the following
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description of the embodiments, taken in conjunction with
the accompanying drawing of which:

FIG. 1 is a schematic configuration diagram of a tele-
phone set equipped with a voice retrieval device according
to a first embodiment;

FIG. 2 is a functional block diagram of a processing unit
included in the telephone set equipped with the voice
retrieval device according to the first embodiment;

FIG. 3 is a graph illustrating a relationship between the
number of moras in a retrieval word and the number of
sound-alike words;

FIG. 4 is an operation flowchart of voice retrieval pro-
cessing according to the first embodiment;

FIG. 5 is an operation flowchart of voice retrieval pro-
cessing according to a third embodiment; and

FIG. 6 is an operation flowchart of voice retrieval pro-
cessing according to a fourth embodiment.

DESCRIPTION OF EMBODIMENTS

Hereinafter, with reference to the drawings, voice
retrieval devices according to various embodiments are
described.

The voice retrieval device performs simple voice retrieval
processing (first voice retrieval processing) having relatively
low throughput despite relatively low detection accuracy to
detect a candidate section, which possibly includes a
retrieval word to be retrieved, from voice data. Then, the
voice retrieval device applies precise voice retrieval pro-
cessing (second voice retrieval processing) having relatively
high detection accuracy despite relatively high throughput to
determine whether or not the retrieval word is included in
the candidate section. Here, the voice retrieval device con-
figures the settings, based on a characteristic of the retrieval
word itself, such that detection criteria for the candidate
section by the simple voice retrieval processing become
stricter, that is, the candidate section is less likely to be
detected for a retrieval word with higher retrieval accuracy
or a lower probability of appearance. On the other hand, the
voice retrieval device configures the settings such that the
detection criteria for the candidate section become laxer, that
is, the candidate section is more likely to be detected for a
retrieval word with lower retrieval accuracy or a higher
probability of appearance. Accordingly, the voice retrieval
device reduces the throughput which may be desired to
detect the retrieval word included in the voice data while
suppressing reduction in detection accuracy for the retrieval
word.

In this embodiment, the voice retrieval device is incor-
porated in a telephone set, and detects a section including a
retrieval word specified by a user from voice data acquired
over telephone lines, voice data collected with a microphone
or the voice data stored in a memory.

However, the voice retrieval device is not limited to the
one incorporated in the telephone set, but may be mounted
in various devices handling voice data, for example, an IC
recorder or a computer.

FIG. 1 is a schematic configuration diagram of a tele-
phone set equipped with a voice retrieval device according
to a first embodiment. In this embodiment, a telephone set 1
includes a microphone 2, a communication unit 3, a storage
medium access device 4, a storage unit 5, a user interface
unit 6, a processing unit 7 and a speaker 8. Note that the
telephone set 1 may be either a fixed-line telephone or a
mobile phone.

The microphone 2 is an example of a voice input unit, and
acquires data of a voice emitted by a user that is one speaker.
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The microphone 2 generates an analog voice signal by
collecting the voice emitted by the user around the micro-
phone 2, and outputs the analog voice signal to an analog-
digital converter (not illustrated). The analog-digital con-
verter samples the analog voice signal with a predetermined
sampling period for digitalization, and thus generates uplink
voice data. Then, the analog-digital converter outputs the
uplink voice data to the processing unit 7 connected to the
analog-digital converter.

The communication unit 3 is another example of the voice
input unit, and has an interface circuit to connect the
telephone set 1 to a telephone line. The communication unit
3 receives a data stream through the telephone line, the data
stream containing downlink voice data obtained by convert-
ing voice emitted by the other speaker into an electric signal.
Then, the communication unit 3 extracts the downlink voice
data from the data stream. Note that, when the downlink
voice data is coded by a predetermined channel coding
method, the communication unit 3 decodes the coded down-
link voice data according to the channel coding method.
Thereafter, the communication unit 3 outputs the downlink
voice data to the processing unit 7.

The storage medium access device 4 is a device config-
ured to access a storage medium 9 such as a semiconductor
memory card, for example. The storage medium access
device 4 reads a computer program, which is stored in the
storage medium 9 and to be executed on the processing unit
7, for example, and hands over the computer program to the
processing unit 7. Alternatively, the storage medium access
device 4 may read a voice retrieval computer program from
the storage medium 9 and hand over the voice retrieval
computer program to the processing unit 7.

The storage unit 5 includes a readable and writable
non-volatile semiconductor memory and a readable and
writable volatile semiconductor memory, for example. The
storage unit 5 stores various application programs to be
executed on the processing unit 7 and various data. Also, the
storage unit 5 may store a computer program to execute
voice retrieval processing and various data to be used for the
voice retrieval processing. Furthermore, the storage unit 5
may store voice data acquired through the microphone 2 or
the communication unit 3.

The user interface unit 6 is an example of an input unit,
and includes an input unit such as a number of operation
keys and a display unit such as a liquid crystal display, for
example. Alternatively, the user interface unit 6 may include
a unit that is integrated combination of the input unit and the
display unit, such as a touch panel display. The user interface
unit 6 generates an operation signal corresponding to an
operation of the input unit by the user, and outputs the
operation signal to the processing unit 7. Also, the user
interface unit 6 displays various information received from
the processing unit 7 on the display unit. Furthermore, the
user may input a retrieval word he/she wishes to detect from
voice data through the user interface unit 6, for example, as
text data.

The processing unit 7 includes one or more processors, a
memory circuit and a peripheral circuit. The processing unit
7 is connected to the respective units in the telephone set 1
through a signal line, and controls the respective units in the
telephone set 1. Also, the processing unit 7 performs call
setting in response to an operation by the user or receipt of
a call signal, and executes various kinds of processing to
maintain communication. Moreover, the processing unit 7
executes various kinds of processing to transmit the uplink
voice data received from the microphone 2 to the telephone
line through the communication unit 3 as well as various
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kinds of processing to reproduce the downlink voice data
received from the telephone line through the speaker 8.

Furthermore, the processing unit 7 is an example of the
voice retrieval device, and detects a section including a
retrieval word from at least one of the uplink voice data and
the downlink voice data. In the following description, it is
assumed that voice data from which a retrieval word is to be
detected is the downlink voice data including the voice of
the other speaker. Note that the voice data from which the
retrieval word is to be detected may be the uplink voice data
including the voice of the user or may be one voice data
obtained by combining the uplink voice data and the down-
link voice data.

FIG. 2 is a functional block diagram of the processing unit
7 for the voice retrieval processing. The processing unit 7
includes a speech section detection section 11, a threshold
setting section 12, a simple matching section 13 and a
precise matching section 14.

The respective sections included in the processing unit 7
are function modules realized by a computer program oper-
ated on the processor included in the processing unit 7, for
example. Alternatively, the respective sections included in
the processing unit 7 may be implemented as separate
circuits in the telephone set 1 or may be implemented
separately from the processing unit 7 in the telephone set 1,
as one integrated circuit that realizes the functions of the
respective sections.

The speech section detection section 11 divides voice data
into frames each having a predetermined length. The length
of'the frame is set to 10 msec to 100 msec, for example. The
speech section detection section 11 detects a speech section
that is a section in which the speaker speaks by detecting a
frame in which the speaker emits his/her voice among the
frames of the voice data.

Generally, power of uplink voice data in the frame in
which the speaker emits his/her voice is larger than that of
voice data in a frame in which the speaker emits no voice.
The speech section detection section 11 transforms the voice
data into a spectral signal from a time domain to a frequency
domain by performing time-frequency transform. Note that,
as the time-frequency transform, the speech section detec-
tion section 11 may perform Fast Fourier Transform (FFT)
or Modified Discrete Cosign Transform (MDCT), for
example. Then, the speech section detection section 11
obtains power for each frequency band by squaring the
spectral signal in each frequency band, and calculates the
average value of the power over the entire frequency band.
Thereafter, the speech section detection section 11 detects a
frame having the average value larger than a predetermined
power threshold, as the frame in which the speaker emits
his/her voice. The power threshold is set to a value obtained
by adding a predetermined offset to background noise
power, for example. The background noise power may be
preset, for example, or may be updated for each frame. For
example, the speech section detection section 11 updates the
background noise power by adding a value obtained by
multiplying the power average value of the frame having the
power average value not more than the power threshold by
a forgetting factor a (for example, ¢=0.01) to a value
obtained by multiplying the background noise power at the
point by (1-v).

Note that the speech section detection section 11 may
determine whether or not each frame is the frame in which
the speaker emits his/her voice, according to another method
for detecting a speech section. For example, the speech
section detection section 11 may obtain a maximum value
(except a peak value at a time difference 0) among peak
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values of an autocorrelation function or a modified autocor-
relation function, for the frame having the power average
value larger than the power threshold. While the degree of
autocorrelation is relatively high for the frame correspond-
ing to human voice, the degree of autocorrelation is low for
the frame corresponding to background noise. Therefore, the
speech section detection section 11 may determine a frame
having the maximum value of peak value larger than a
predetermined threshold, as the frame in which the speaker
emits his’her voice. Note that the autocorrelation function is
obtained by computing the inverse Fourier transform of the
power (power spectral density) of each frequency band.
Also, the modified autocorrelation function is obtained by
computing the inverse Fourier transform of the power spec-
tral density subjected to filtering using a linear predictive
coding filter.

The speech section detection section 11 detects a sound
section from the voice data, the sound section having a
sequence of frames determined as the frames in which the
speaker emits his/her voice. Then, the speech section detec-
tion section 11 sets the sound section as one speech section
every time the sound section is detected.

Every time a speech section is detected, the speech section
detection section 11 notifies the simple matching section 13
of a start time and an end time of the speech section.

The threshold setting section 12 is an example of a
detection criteria setting unit, and performs a setting, based
on a characteristic of a retrieval word specified through the
user interface unit 6, such that detection criteria for a
candidate section by the simple matching section 13 become
stricter, that is, the candidate section is less likely to be
detected for a retrieval word with higher retrieval accuracy.
In this embodiment, the threshold setting section 12 sets a
smaller rank threshold for the retrieval word with higher
retrieval accuracy. Specifically, the rank threshold is calcu-
lated by the simple matching section 13 and represents the
number of candidate sections to be detected by the simple
matching section 13. The threshold is an example of can-
didate section detection criteria.

In this embodiment, the threshold setting section 12
determines the rank threshold by focusing on the number of
moras contained in a retrieval word as the characteristic of
the retrieval word. Note that the mora is a sound segment
unit having a certain temporal length. When a word is
written in Japanese kana characters, for example, each kana
character except contracted sounds (small ya, yu and yo) is
one mora.

FIG. 3 is a graph illustrating a relationship between the
number of moras contained in a word and the number of
words that sound similar to that word. In FIG. 3, the
horizontal axis represents the number of moras and the
vertical axis represents the number of words. A graph 300
indicates a relationship between the number of moras con-
tained in a word and the number of words that sound similar
to that word. As shown in the graph 300, generally, the
smaller the number of moras contained in a word, the larger
the number of words that sound similar to that word. On the
other hand, the larger the number of moras contained in a
word, the smaller the number of words that sound similar to
that word. Therefore, when the number of words that sound
similar to a retrieval word is large, the number of spots that
sound similar to the retrieval word among voice data may be
increased. On the other hand, when the number of words that
sound similar to a retrieval word is small, the number of
spots that sound similar to the retrieval word among voice
data tends to be decreased. In other words, it is estimated
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that the larger the number of moras contained in a retrieval
word, the higher the detection accuracy.

Therefore, in this embodiment, the threshold setting sec-
tion 12 lowers the rank threshold for a retrieval word
containing a larger number of moras. In order to do this, the
threshold setting section 12 refers to a mora number data-
base prestored in the storage unit 5, for example. Specifi-
cally, in the mora number database, text data of each of
words and the number of moras contained in the word are
recorded for each word. Then, the threshold setting section
12 detects a word that matches with text data of a retrieval
word specified through the user interface unit 6 from among
the words registered in the mora number database. There-
after, the threshold setting section 12 sets the number of
moras corresponding to the detected word as the number of
moras of the retrieval word. Meanwhile, when the retrieval
word includes more than one word, the threshold setting
section 12 detects each of the words included in the retrieval
word from among the words registered in the mora number
database. Then, the threshold setting section 12 may set the
sum of the numbers of moras corresponding to the respec-
tive words detected as the number of moras of the retrieval
word.

Alternatively, the threshold setting section 12 may con-
duct a language analysis on a retrieval word to calculate the
number of moras contained in the retrieval word. In this
case, for example, the threshold setting section 12 conducts
a morphological analysis that is a type of the language
analysis on text data of the retrieval word by referring to a
word dictionary describing pronunciations of words, which
is prestored in the storage unit 5. Thus, the threshold setting
section 12 specifies each of syllables included in the
retrieval word. Accordingly, the threshold setting section 12
may obtain the number of moras in the retrieval word. The
threshold setting section 12 may adopt a method using
dynamic programming, for example, as the morphological
analysis.

The threshold setting section 12 sets a rank threshold n,
according to the following equation.

=N noralk) M

Here, k is the number of moras. N is a constant, which is
set to a large value if target voice data is long. For example,
N is set to a value equal to Yo of the total number of words
included in the target voice data. If, for example, the average
value of the length of one word is 0.75 second, the target
voice data is 100 minutes, and speech time is 50% of the
total, it is estimated that the target data includes about 4000
words. Therefore, N is set to 400. 1, k) is a monotonically
decreasing function to output a small value if the number of
moras Kk is large and to set the output value within a range
of 0 to 1. 1,,,,,Kk) is expressed as the following equations.
However, {1,,,Kk) may be a non-linear monotonically
decreasing function such as a quadratic function, a cubic
function or an exponential function.

o) =05 i k>6 @
Jrnora(k) = 1.0 else if k<3

9—k ‘
Snora(k) = z else if 3<k<6

Alternatively, the threshold setting section 12 may calcu-
late the rank threshold n, by subtracting a value obtained by
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a monotonically increasing function, in which the larger the
number of moras k, the larger the output value, from the
constant N.

The threshold setting section 12 notifies the simple match-
ing section 13 of the rank threshold n,.

The simple matching section 13 performs simple voice
retrieval processing having throughput lower than that of
precise voice retrieval processing by the precise matching
section 14 to detect a candidate section, which possibly
includes a retrieval word, from the speech sections in the
voice data.

In this embodiment, the simple matching section 13
obtains a syllable string of the retrieval word, and calculates
an edit distance between the syllable string of the retrieval
word and a maximum likelihood syllable string of each of
the speech sections in the voice data. Then, the simple
matching section 13 calculates a simple matching score that
increases with the smaller edit distance, and detects a section
that has a rank equal to or lower than the rank threshold n,
as the candidate section, sequentially from the section hav-
ing a higher simple matching score. Note that the maximum
likelihood syllable string of the speech section is text data
generated by obtaining syllables that are acoustically most
alike sequentially from the first speech section in chrono-
logical order and then arranging the syllables in chronologi-
cal order. The processing unit 7 may obtain the maximum
likelihood syllable string before execution of voice retrieval
processing on the entire voice data to be targeted for
retrieval.

The simple matching section 13 conducts a language
analysis on the retrieval word, for example, to obtain the
syllable string of the retrieval word. For example, the simple
matching section 13 conducts a morphological analysis that
is a type of the language analysis on text data of the retrieval
word by referring to a word dictionary describing pronun-
ciations of words, which is prestored in the storage unit 5.
Thus, the simple matching section 13 obtains the syllable
string of the retrieval word by specifying each of the
syllables included in the retrieval word.

Moreover, the simple matching section 13 adopts
dynamic programming, for example, to calculate the edit
distance between the syllable string of the retrieval word and
the maximum likelihood syllable string of the speech sec-
tion. Note that the maximum likelihood syllable string of the
speech section may be longer than the syllable string of the
retrieval word. In this case, the simple matching section 13
sets sections having the same length as that of the syllable
string of the retrieval word by shifting the syllables one by
one in the maximum likelihood syllable string of the speech
section, and then calculates an edit distance for each of the
sections. With the dynamic programming, assuming that the
number of syllables included in the maximum likelihood
syllable string of the speech section is m and the number of
syllables included in the syllable string of the retrieval word
is n, the calculation amount for calculating the edit distance
is suppressed to about o (mn).

Note that the edit distance is a scale obtained by quanti-
fying a difference between two character strings. The edit
distance is equivalent to the minimum number of edit
operations, such as insertion, replacement and deletion of
characters with respect to one of the character strings, which
may be desired to make one of the character strings match
the other character string by performing the edit operations.
In the case of replacing a Japanese character string “Tou-
kyoku” with a Japanese character string “Koukyo”, for
example, the following two edit operations may be per-
formed.
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(1) Replace “To” with “Ko” (Toukyoku)—(Koukyoku)

(2) Delete “ku” (Koukyoku)—(Koukyo)

Therefore, the edit distance is 2.

Note that since the replacement includes two edit opera-
tions, deletion and insertion, the simple matching section 13
may calculate the edit distance by assuming that one
replacement is equivalent to two edit operations. Also, in
execution of the replacement operation, the simple matching
section 13 may set the number of edit operations between 1
and 2, for example, 1.5 when replacing a syllable to be
replaced with a syllable that is acoustically similar to the
syllable to be replaced. Note that when two syllables have
the same consonant or vowel, the simple matching section
13 may determine that the two syllables are acoustically
alike.

Note that the simple matching section 13 may calculate
the edit distance by the phoneme instead of calculating the
edit distance by the syllable.

For each of the sections having the edit distance calcu-
lated, the simple matching section 13 calculates a simple
matching score S for the section by substituting the edit
distance of the section into the following equation.

d €)
§=100- 100><(T]

Here, d is the edit distance, and 1 is the length of the
syllable string of the retrieval word (that is, the number of
syllables included in the syllable string of the retrieval
word). As is clear from the equation (3), the smaller the edit
distance, the higher the simple matching score S, whose
maximum value is 100. The higher the simple matching
score S, the higher the possibility of the syllable string of the
corresponding section matching the retrieval word.

The simple matching section 13 sets a section that has a
rank equal to or lower than the rank threshold n, as the
candidate section that possibly includes the retrieval word,
sequentially from the section having a higher simple match-
ing score. Then, the simple matching section 13 notifies the
precise matching section 14 of a start time and an end time
of each candidate section.

The precise matching section 14 applies precise voice
retrieval processing having high detection accuracy despite
the throughput relatively higher than the simple voice
retrieval processing by the simple matching section 13,
thereby determining whether or not the retrieval word is
included in the candidate section.

In this embodiment, the precise matching section 14 uses
an acoustic model created beforehand to determine whether
or not the retrieval word is included in the candidate section.
Note that the acoustic model is stored in the storage unit 5
beforehand.

The acoustic model is generated by dividing the pronun-
ciation of the word into unit sounds such as phonemes or
syllables, for example, and connecting unit acoustic models
corresponding to the unit sounds according to the order of
the unit sounds. The unit acoustic model and the acoustic
model are expressed by a Hidden Markov Model (HMM),
respectively, for example.

The precise matching section 14 extracts a characteristic
amount used for voice recognition from the candidate sec-
tion, for example. In order to do this, the precise matching
section 14 obtains a Mel Frequency Cepstral Coefficient
(MFCC) as the characteristic amount, for example. Alter-
natively, the precise matching section 14 obtains a power
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difference value between consecutive frames included in the
candidate section. In the case of calculating the MFCC as the
characteristic amount, the precise matching section 14 con-
verts a power spectrum of each frequency, for example, into
a power value by Mel scale and then performs frequency
transform such as the MDCT on the logarithm of the power
value, thereby calculating the MFCC. Meanwhile, in the
case of obtaining the power difference value between the
frames as the characteristic amount, the precise matching
section 14 obtains a difference in integrated value of the
power spectrum over the entire frequency band between two
consecutive frames, for example, thereby obtaining the
difference value.

Note that the precise matching section 14 may extract any
of various other characteristic amounts (for example, a basic
frequency) which are used for voice recognition using the
acoustic model, as the characteristic amount. Moreover, the
precise matching section 14 may extract several kinds of
characteristic amounts from the candidate section.

The precise matching section 14 obtains the similarity
between the characteristic amount sequence, in which one or
more characteristic amounts extracted from the candidate
section are arranged in chronological order, and the acoustic
model of the retrieval word, which is generated by connect-
ing the HMMs representing the unit acoustic models. Then,
when the similarity is equal to or higher than a predeter-
mined threshold, the precise matching section 14 determines
that the retrieval word is included in the candidate section.
Thereafter, the precise matching section 14 stores informa-
tion indicating the candidate section determined to include
the retrieval word, for example, a start time and an end time
of the candidate section in the storage unit 5. Alternatively,
the precise matching section 14 may output the information
indicating the candidate section determined to include the
retrieval word to the user interface unit 6.

Note that the precise matching section 14 may determine
whether or not the retrieval word is included in the candidate
section, according to another voice recognition method such
as a dynamic time warping method.

FIG. 4 is an operation flowchart of voice retrieval pro-
cessing according to the first embodiment.

The speech section detection section 11 detects a speech
section in which any of the speakers speaks from voice data
to be targeted for retrieval (Step S101). Meanwhile, the
threshold setting section 12 sets a rank threshold n, such that
the higher the detection accuracy of a retrieval word speci-
fied through the user interface unit 6, the smaller the rank
threshold n,, based on a characteristic of the retrieval word
(Step S102).

The simple matching section 13 performs simple voice
retrieval processing for each of sections having the length of
the retrieval word, which are included in each speech section
detected from the voice data, to calculate a matching score
S that is higher with a higher possibility of including the
retrieval word (Step S103). Then, the simple matching
section 13 detects a section that has a rank equal to or lower
than the rank threshold n, as the candidate section that
possibly includes the retrieval word, sequentially from the
section having a higher matching score S (Step S104).

The precise matching section 14 performs precise voice
retrieval processing for each candidate section to determine
whether or not the retrieval word is included therein (Step
S105). Then, the precise matching section 14 terminates the
voice retrieval processing after outputting information indi-
cating the candidate section determined to include the
retrieval word. Note that Steps S101 and S102 may switch
places with each other in the processing order.
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As described above, the voice retrieval device configures
the settings, based on the characteristic of the retrieval word,
such that detection criteria for the candidate section by the
simple matching section become stricter for a retrieval word
with higher retrieval accuracy. On the other hand, the voice
retrieval device configures the settings such that the detec-
tion criteria for the candidate section by the simple matching
section become laxer for a retrieval word with lower
retrieval accuracy. Accordingly, the voice retrieval device
detects more candidate sections when there are many sec-
tions in which application of the precise voice retrieval
processing is desired, and detects less candidate sections
when there are few sections in which application of the
precise voice retrieval processing is desired. Thus, the voice
retrieval device may reduce the throughput which may be
desired to detect the retrieval word while suppressing reduc-
tion in detection accuracy for the retrieval word included in
the voice data. Furthermore, the voice retrieval device
detects the candidate section from only the speech section
estimated to be the one in which the speaker speaks.
Accordingly, the voice retrieval device may also shorten the
section in which the processing by the simple matching
section is executed, and thus may further reduce the through-
put which may be desired to detect the retrieval word.

Next, a voice retrieval device according to a second
embodiment is described. The voice retrieval device accord-
ing to the second embodiment determines a rank threshold
based on an appearance probability of a retrieval word.

The voice retrieval device according to the second
embodiment is different from the voice retrieval device
according to the first embodiment only in the processing by
the threshold setting section 12 in the processing unit 7.
Therefore, the threshold setting section 12 and a part perti-
nent thereto are described below.

In this embodiment, the threshold setting section 12
obtains an appearance probability of a retrieval word by
referring to an appearance probability database recording an
appearance probability of each word prestored in the storage
unit 5. For example, the threshold setting section 12 detects
a word that matches text data of a retrieval word specified
through the user interface unit 6 from among the words
registered in the appearance probability database, and sets an
appearance probability corresponding to the detected word
as the appearance probability of the retrieval word. Note that
the appearance probability is represented by a value within
a range of 0 to 1, for example. When the retrieval word
includes more than one word, the threshold setting section
12 may obtain the appearance probability for each of the
words included in the retrieval word by referring to the
appearance probability database, and set the minimum value
of the appearance probability as the appearance probability
of the retrieval word. Alternatively, the threshold setting
section 12 may set the product of the appearance probabili-
ties of the words included in the retrieval word, as the
appearance probability of the retrieval word.

Generally, the lower the appearance probability of a word,
the smaller the number of the words appearing in the voice
data. On the other hand, the higher the appearance prob-
ability of a word, the larger the number of the words
appearing in the voice data. Therefore, in this embodiment,
the threshold setting section 12 reduces the number of
candidate sections by setting stricter detection criteria for the
retrieval word having a lower appearance probability, that is,
by reducing the rank threshold. Thus, the number of the
candidate sections to be processed by the precise matching
section 14 is reduced. As a result, the throughput of the
entire voice retrieval processing is reduced. Moreover, even
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when there are few candidate sections as described above,
the lower appearance probability of the retrieval word
decreases the possibility that the section including the
retrieval word falls out of the candidate section.

Meanwhile, the threshold setting section 12 raises the
rank threshold for a retrieval word having a higher appear-
ance probability to increase the number of candidate sec-
tions, and thereby reduces the possibility that the section
including the retrieval word falls out of the candidate
section.

For example, the threshold setting section 12 sets a rank
threshold n,, according to the following equation.

1, =NXf g W) (©)]

Here, w is the appearance probability. N is a constant,
which is set to a large value if target voice data is long. For
example, N is set to a value equal to Yio of the total number
of words included in the target voice data. f; (W) is a
monotonically increasing function to output a large value if
the appearance probability w is large and to set the output
value within a range of 0 to 1. f,, (W) is expressed as the
following equations. However, f;, (w) may be a non-linear
monotonically increasing function such as a quadratic func-
tion, a cubic function or an exponential function.

Sfreqw) = 1.0 if w>0.1 Q)
Sfreqw) =0.5 else if w < 0.01

4+50%xw i
Sireqgw) = ——=—— else if 0.0l =w=<0.1

Alternatively, the threshold setting section 12 may calcu-
late the rank threshold n, by subtracting a value obtained by
a monotonically decreasing function, in which the larger the
appearance probability w, the smaller the output value, from
the constant N.

According to this embodiment, the voice retrieval device
detects more candidate sections when the appearance prob-
ability of the retrieval word is higher. Thus, the voice
retrieval device may suppress the failure to detect the
retrieval word since the retrieval word is not included in the
candidate section. Moreover, the voice retrieval device
according to this embodiment reduces the number of the
candidate sections when the appearance probability of the
retrieval word is low. Thus, the voice retrieval device may
reduce the throughput of the voice retrieval processing.

Next, a voice retrieval device according to a third embodi-
ment is described. The voice retrieval device according to
the third embodiment determines a score threshold that is a
threshold for a matching score, based on a pronunciation
difficulty of a retrieval word.

The voice retrieval device according to the third embodi-
ment is different from the voice retrieval device according to
the first embodiment in the processing by the threshold
setting section 12 and the simple matching section 13 in the
processing unit 7. Therefore, the threshold setting section
12, the simple matching section 13 and a part pertinent
thereto are described below.

In this embodiment, the threshold setting section 12
obtains a pronunciation difficulty of a retrieval word by
referring to a pronunciation difficulty database recording a
pronunciation difficulty of each word prestored in the stor-
age unit 5. For example, the threshold setting section 12
detects a word that matches text data of a retrieval word
specified through the user interface unit 6 from among the
words registered in the pronunciation difficulty database,
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and sets a pronunciation difficulty corresponding to the
detected word as the pronunciation difficulty of the retrieval
word. Note that the pronunciation difficulty is expressed as
the ratio of the number of difficult pronunciation points to
the number of syllables of the word. The pronunciation
difficulty has a value within a range of 0 to 1, for example.
When the retrieval word includes more than one word, the
threshold setting section 12 may obtain the pronunciation
difficulty for each of the words included in the retrieval word
by referring to the pronunciation difficulty database, and set
the maximum value thereof as the pronunciation difficulty of
the retrieval word. Alternatively, the threshold setting sec-
tion 12 may set the average value of the pronunciation
difficulties of the words included in the retrieval word, as the
pronunciation difficulty of the retrieval word.

Alternatively, the threshold setting section 12 conducts a
language analysis on the retrieval word to obtain a syllable
string of the retrieval word, and counts the number of
difficult pronunciation points from a sequence of syllables
included in the syllable string. Then, the threshold setting
section 12 may obtain the pronunciation difficulty by divid-
ing the total number of the difficult pronunciation points by
the number of syllables in the retrieval word. Note that,
when the total number of the difficult pronunciation points
is larger than the number of the syllables in the retrieval
word, the threshold setting section 12 sets the pronunciation
difficulty to 1.

The difficult pronunciation points include, for example, a
point having more than one contracted sound within n
syllables and a point having more than one syllable with the
same or similar consonant within m syllables. Note that m
and n are integers equal to or larger than 2, respectively.
Assuming, for example, that m=n=2 as to a Japanese word
“Shujutsu”, the Japanese characters “Shu” and “Ju” are
contracted sounds and are similar to each other. Therefore,
the word includes one point related to the contracted sound
and one point related to the same or similar consonant. The
number of syllables of the word “Shujutsu” is 3. Therefore,
the pronunciation difficulty is (1+1)/3=0.67.

Note that, as the difficult pronunciation points, the thresh-
old setting section 12 may count points other than those
described above. Also, the threshold setting section 12 may
calculate the pronunciation difficulty by setting different
weights depending on the kind of contracted sound or
consonant in the difficult pronunciation point and by divid-
ing the total weight of the difficult pronunciation point
detected in the retrieval word by the number of syllables in
the retrieval word.

Generally, the lower the pronunciation difficulty of a
word, the more accurately the speaker may pronounce the
word. Thus, the lower the pronunciation difficulty of the
retrieval word, the higher the matching score of the section
including the retrieval word in the voice data. On the other
hand, the higher the pronunciation difficulty of the retrieval
word, the lower the matching score of the section tends to
be, even if the section is the one including the retrieval word
in the voice data. Therefore, it is estimated that the lower the
pronunciation difficulty of the retrieval word, the higher the
detection accuracy of the retrieval word. Accordingly, in this
embodiment, the threshold setting section 12 increases the
score threshold that is the threshold for the matching score
for the retrieval word having lower pronunciation difficulty.
Thus, when the pronunciation difficulty of the retrieval word
is low, the number of candidate sections to be processed by
the precise matching section 14 is reduced. As a result, the
throughput of the entire voice retrieval processing is
reduced. Meanwhile, the threshold setting section 12 may
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detect the section including the retrieval word as the candi-
date section, even if the retrieval word is not correctly
pronounced, by lowering the score threshold for the retrieval
word having higher pronunciation difficulty.

For example, the threshold setting section 12 sets a score
threshold x,, according to the following equation.

%, =XxfpaD) Q)

Here, p is the pronunciation difficulty. X is a constant,
which is set to a value obtained by multiplying the maximum
value that may be taken by the matching score, for example,
by 0.8 to 0.9. In this embodiment, for example, since the
maximum value that may be taken by the matching score is
100, X is set to 90. f,{p) is a monotonically decreasing
function to output a small value if the pronunciation diffi-
culty p is high and to set the output value within a range of
0 to 1. f,/(p) is expressed as the following equations.
However, {,,(p) may be a non-linear monotonically decreas-
ing function such as a quadratic function, a cubic function or
an exponential function.

fou )08 if p>0.9

Joap)=1.0 else if p<0.5

M

Alternatively, the threshold setting section 12 may calcu-
late the score threshold x,, by subtracting a value obtained by
a monotonically increasing function, in which the higher the
pronunciation difficulty p, the larger the output value, from
the constant X.

The threshold setting section 12 notifies the simple match-
ing section 13 of the score threshold x,.

As in the case of the simple matching section in the first
embodiment, the simple matching section 13 calculates the
matching score S for each of the sections having the same
length as that of the retrieval word within the speech section
in the voice data. Then, the simple matching section 13
detects a section having the matching score S equal to or
higher than the score threshold x,, as the candidate section.

FIG. 5 is an operation flowchart of voice retrieval pro-
cessing according to the third embodiment.

The speech section detection section 11 detects a speech
section in which any of the speakers speaks from voice data
to be targeted for retrieval (Step S201). Meanwhile, the
threshold setting section 12 sets a score threshold x, such
that the lower the pronunciation difficulty of a retrieval word
specified through the user interface unit 6, the higher the
score threshold x,,, based on the pronunciation difficulty of
the retrieval word (Step S202).

The simple matching section 13 performs simple voice
retrieval processing for each of sections having the same
length as that of the retrieval word, which are included in
each speech section detected from the voice data, to calcu-
late a matching score S that is higher with a higher possi-
bility of including the retrieval word (Step S203). Then, the
simple matching section 13 detects a section having the
matching score S equal to or higher than the score threshold
x, as the candidate section that possibly includes the
retrieval word (Step S204).

The precise matching section 14 performs precise voice
retrieval processing for each candidate section to determine
whether or not the retrieval word is included therein (Step
S205). Then, the precise matching section 14 terminates the
voice retrieval processing after outputting the section deter-
mined to include the retrieval word. Note that Steps S201
and S202 may switch places with each other in the process-
ing order.

Joa0)=1.25-px0.5 else if 0.52p=0.9
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According to this embodiment, the voice retrieval device
sets stricter detection criteria of the candidate section for the
retrieval word having lower pronunciation difficulty. Thus,
the voice retrieval device may reduce the throughput of the
voice retrieval processing by reducing the number of can-
didate sections for the retrieval word that may be correctly
pronounced by the speaker. Moreover, the voice retrieval
device according to this embodiment sets laxer detection
criteria of the candidate section for the retrieval word having
higher pronunciation difficulty. Thus, the voice retrieval
device may suppress the failure that the section including the
retrieval word falls out of the candidate section.

Next, a voice retrieval device according to a fourth
embodiment is described. The voice retrieval device accord-
ing to the fourth embodiment determines a rank threshold
based on the number of moras contained in a retrieval word
and an appearance probability, and also determines a score
threshold based on a pronunciation difficulty of the retrieval
word. Then, the voice retrieval device uses both of the rank
threshold and the score threshold to detect a candidate
section.

The voice retrieval device according to the fourth embodi-
ment is different from the voice retrieval device according to
the first embodiment in the processing by the threshold
setting section 12 and the simple matching section 13 in the
processing unit 7. Therefore, the threshold setting section
12, the simple matching section 13 and a part pertinent
thereto are described below.

The threshold setting section 12 performs the same pro-
cessing as that performed by the threshold setting section in
the voice retrieval device according to the first embodiment
to obtain the number of moras k contained in a retrieval
word. Also, the threshold setting section 12 performs the
same processing as that performed by the threshold setting
section in the voice retrieval device according to the second
embodiment to obtain an appearance probability w of the
retrieval word. Then, the threshold setting section 12 deter-
mines a rank threshold N, according to the following
equation, for example, based on the number of moras k and
the appearance probability w.

P =N ora K)o (W) ®)

Note that f,, (k) may be a monotonically decreasing
function to output a small value if the number of moras k is
increased, and is expressed as the equations (2), for example.
Meanwhile, f;, (w) may be a monotonically increasing
function to output a large value if the appearance probability
w is increased, and is expressed as the equations (5).

Furthermore, the threshold setting section 12 performs the
same processing as that performed by the threshold setting
section in the voice retrieval device according to the third
embodiment to determine a score threshold x,, such that the
higher the pronunciation difficulty of the retrieval word, the
lower the score threshold x,.

The threshold setting section 12 notifies the simple match-
ing section 13 of the rank threshold N, ,, and the score
threshold x,,.

The simple matching section 13 uses both of the rank
threshold N, ,, and the score threshold x,, to detect a candi-
date section.

For example, as in the case of the simple matching section
in the first embodiment, the simple matching section 13
calculates a matching score S for each of sections having the
same length as that of the retrieval word within the speech
section in the voice data. Then, the simple matching section
13 detects a section which has the matching score S equal to
or higher than the score threshold x,, and whose number is
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equal to or smaller than N, . sequentially from the section
having a high matching score, as the candidate section.

Alternatively, the simple matching section 13 may detect
a section which has the matching score S equal to or higher
than the score threshold x,, or whose number is equal to or
smaller than N, ,,, sequentially from the section having the
high matching score S, as the candidate section.

Alternatively, the simple matching section 13 detects a
section having the matching score S equal to or higher than
a score threshold (o) as the candidate section. Moreover,
the simple matching section 13 detects a section whose
number is equal to or smaller than (BN, ), sequentially from
the section having the high matching score S, as the candi-
date section. Furthermore, the simple matching section 13
may detect a section which has the matching score S equal
to or higher than the score threshold x, or whose number is
equal to or smaller than N, ., sequentially from the section
having a high matching score, as the candidate section. Note
that o and f§ are constants, which are setto 1.1 to 1.2 and 0.8
to 0.9, respectively, for example.

FIG. 6 is an operation flowchart of voice retrieval pro-
cessing according to the fourth embodiment.

The speech section detection section 11 detects a speech
section in which any of the speakers speaks from voice data
to be targeted for retrieval (Step S301). Meanwhile, the
threshold setting section 12 sets a rank threshold n, such that
the larger the number of moras contained in a retrieval word
specified through the user interface unit 6 or the lower the
appearance probability of the retrieval word, the smaller the
rank threshold n, (Step S302). Furthermore, the threshold
setting section 12 sets a score threshold x, such that the
lower the pronunciation difficulty of the retrieval word, the
higher the score threshold x, (Step S303).

The simple matching section 13 performs simple voice
retrieval processing for each of sections having the same
length as that of the retrieval word, which are included in
each speech section detected from the voice data, to calcu-
late a matching score S that is higher with a higher possi-
bility of including the retrieval word (Step S304). Then, the
simple matching section 13 detects a section in which the
matching score S and the rank of the matching score S
satisty criteria determined by the rank threshold n, and the
score threshold x,, as the candidate section that possibly
includes the retrieval word (Step S305).

The precise matching section 14 performs precise voice
retrieval processing for each candidate section to determine
whether or not the retrieval word is included therein (Step
S306). Then, the precise matching section 14 terminates the
voice retrieval processing after outputting information indi-
cating the candidate section determined to include the
retrieval word. Note that Steps S301 to S303 may switch
places with each other in the processing order.

According to this embodiment, the voice retrieval device
sets the detection criteria for the candidate section based on
a plurality of the characteristics of the retrieval word. Thus,
the voice retrieval device may set more proper detection
criteria than those set based on only one characteristic.

Note that, according to a modified example, the threshold
setting section 12 may determine a score threshold based on
the number of moras or an appearance probability of a
retrieval word. In this case, the threshold setting section 12
increases the score threshold for a retrieval word having a
larger number of moras. Alternatively, the threshold setting
section may increase the score threshold for a retrieval word
having a lower appearance probability. Furthermore, the
threshold setting section 12 may determine a rank threshold
based on a pronunciation difficulty of a retrieval word. In
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this case, the threshold setting section 12 lowers the rank
threshold for a retrieval word having a lower pronunciation
difficulty.

According to another modified example, the speech sec-
tion detection section 11 may be omitted. In this case, the
simple matching section 13 may execute processing per-
formed by the simple matching section 13 for the entire
voice data to be targeted for retrieval.

According to still another modified example, a retrieval
word may be inputted as voice data through the microphone,
for example. In this case, the processing unit 7 acquires text
data of the retrieval word by executing voice recognition
processing, for example, on the voice data of the retrieval
word. Then, the processing unit 7 may use the text data to
detect a section including the retrieval word within the voice
data according to any of the embodiments or modified
examples described above.

A computer program that causes a computer to realize
respective functions of a processing unit in a status estima-
tion device according to any of the embodiments or modified
examples described above may be provided as being
recorded in a computer-readable medium, such as a mag-
netic recording medium or an optical recording medium.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in
understanding the invention and the concepts contributed by
the inventor to furthering the art, and are to be construed as
being without limitation to such specifically recited
examples and conditions, nor does the organization of such
examples in the specification relate to a showing of the
superiority and inferiority of the invention. Although the
embodiments of the present invention have been described
in detail, it should be understood that the various changes,
substitutions, and alterations could be made hereto without
departing from the spirit and scope of the invention.

What is claimed is:

1. A voice retrieval device comprising:

a memory; and

a processor coupled to the memory and configured to:

set detection criteria to detect a retrieval word, based on
a characteristic of the retrieval word, such that the
higher the detection accuracy of the retrieval word or
the lower the pronunciation difficulty of the retrieval
word or the lower the appearance probability of the
retrieval word, the less number of sections to be
selected, as candidate sections, from voice data includ-
ing a plurality of sections obtained by dividing the
voice data into a plurality of frames, the voice data
being recorded using a microphone;

select part of the plurality of sections as the candidate
sections which possibly include the retrieval word by
performing first voice retrieval processing on the voice
data according to the detection criteria, the first voice
retrieval processing including calculating a matching
score using the detection criteria for each of the plu-
rality of sections included in the voice data, the match-
ing score indicating a possibility of the retrieval word
being included in each of the plurality of sections,
according to the first voice retrieval processing, and
detecting sections having the matching score that sat-
isfies the detection criteria as the candidate sections;

detect a section including the retrieval word by perform-
ing second voice retrieval processing using the detec-
tion criteria on each of the selected candidate sections,
the second voice retrieval processing being different
from the first voice retrieval processing; and
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output the detected section which includes the retrieval
word.
2. The device according to claim 1,
wherein throughput of the first voice retrieval processing
is lower than that of the second voice retrieval process-
ing.
3. The device according to claim 1,
wherein the processor is configured to set the detection
criteria by calculating the number of moras contained
in the retrieval word as the characteristic of the retrieval
word, such that the larger the number of moras, the less
number of sections to be selected as the candidate
sections.
4. The device according to claim 1,
wherein the processor is configured to set the detection
criteria by calculating an appearance probability of the
retrieval word as the characteristic of the retrieval
word, such that the lower the appearance probability,
the less number of sections to be selected as the
candidate sections.
5. The device according to claim 1,
wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score,
wherein the processor is configured to
set lower rank threshold for the detection criteria such
that the less number of sections to be selected as the
candidate sections, and
detect a section that has a rank equal to or lower than
the rank threshold, as the candidate section, among
the plurality of sections.
6. The device according to claim 1,
wherein the detection criteria is a score threshold for the
matching score,
wherein the processor is configured to
increase the score threshold for the detection criteria such
that the less number of sections to be selected as the
candidate sections, and
detect a section that has the corresponding matching score
equal to or higher than the score threshold, as the
candidate section, among the plurality of sections.
7. The device according to claim 1,
wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score and a score
threshold for the matching score,
wherein the processor is configured to
lower the rank threshold and increase the score threshold
for the detection criteria such that the less number of
sections to be selected as the candidate sections, and
detect a section that has the corresponding matching score
equal to or higher than the score threshold and has a
rank equal to or lower than the rank threshold, as the
candidate section, among the plurality of sections.
8. The device according to claim 1,
wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score and a score
threshold for the matching score,
wherein the processor is configured to
lower the rank threshold and increase the score threshold
for the detection criteria such that the less number of
sections to be selected as the candidate sections, and
detect a section that has the corresponding matching score
equal to or higher than the score threshold or has a rank
equal to or lower than the rank threshold, as the
candidate section, among the sections.
9. The device according to claim 1, wherein the processor

is further configured to
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input the retrieval word used for the first voice retrieval
processing.

10. A voice retrieval method comprising:

setting detection criteria to detect a retrieval word, based
on a characteristic of the retrieval word, such that the
higher the detection accuracy of the retrieval word or
the lower the pronunciation difficulty of the retrieval
word or the lower the appearance probability of the
retrieval word, the less number of sections to be
selected, as candidate sections, from voice data includ-
ing a plurality of sections obtained by dividing the
voice data into a plurality of frames, the voice data
being recorded using a microphone;

selecting part of the plurality of sections as the candidate
sections which possibly include the retrieval word by
performing, by a computer processor, first voice
retrieval processing on the voice data according to the
detection criteria, the first voice retrieval processing
including calculating a matching score using the detec-
tion criteria for each of the plurality of sections
included in the voice data, the matching score indicat-
ing a possibility of the retrieval word being included in
each of the plurality of sections, according to the first
voice retrieval processing, and detecting sections hav-
ing the matching score that satisfies the detection
criteria as the candidate sections;

detecting a section including the retrieval word by per-
forming second voice retrieval processing using the
detection criteria on each of the selected candidate
sections, the second voice retrieval processing being
different from the first voice retrieval processing; and

outputting the detected section which includes the
retrieval word.

11. The method according to claim 10,

wherein throughput of the first voice retrieval processing
is lower than that of the second voice retrieval process-
ing.

12. The method according to claim 10,

wherein the setting includes calculating the number of
moras contained in the retrieval word as the character-
istic of the retrieval word, such that the larger the
number of moras, the less number of sections to be
selected as the candidate sections.

13. The method according to claim 10,

wherein the setting includes calculating an appearance
probability of the retrieval word as the characteristic of
the retrieval word, such that the lower the appearance
probability, the less number of sections to be selected
as the candidate sections.

14. The method according to claim 10,

wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score,

wherein the setting includes setting lower rank threshold
for the detection criteria such that the less number of
sections to be selected as the candidate sections, and

wherein the detecting includes detecting a section that has
a rank equal to or lower than the rank threshold, as the
candidate section, among the plurality of sections.

15. The method according to claim 10,

wherein the detection criteria is a score threshold for the
matching score,

wherein the setting includes increasing the score threshold
for the detection criteria such that the less number of
sections to be selected as the candidate sections, and

wherein the detecting includes detecting a section that has
the corresponding matching score equal to or higher
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than the score threshold, as the candidate section,
among the plurality of sections.

16. The method according to claim 10,

wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score and a score
threshold for the matching score,

wherein the setting includes lowering the rank threshold
and increasing the score threshold for the detection
criteria such that the less number of sections to be
selected as the candidate sections, and

wherein the detecting includes detecting a section that has
the corresponding matching score equal to or higher
than the score threshold and has a rank equal to or
lower than the rank threshold, as the candidate section,
among the plurality of sections.

17. The method according to claim 10,

wherein the detection criteria is a rank threshold for the
order of ranks from a higher matching score and a score
threshold for the matching score,

wherein the setting includes lowering the rank threshold
and increasing the score threshold for the detection
criteria such that the less number of sections to be
selected as the candidate sections, and

wherein the detecting includes detecting a section that has
the corresponding matching score equal to or higher
than the score threshold or has a rank equal to or lower
than the rank threshold, as the candidate section, among
the sections.

18. A non-transitory computer-readable storage medium

storing a voice retrieval program that causes a computer to
execute a process comprising:
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setting detection criteria to detect a retrieval word, based
on a characteristic of the retrieval word, such that the
higher the detection accuracy of the retrieval word or
the lower the pronunciation difficulty of the retrieval
word or the lower the appearance probability of the
retrieval word, the less number of sections to be
selected, as candidate sections, from voice data includ-
ing a plurality of sections obtained by dividing the
voice data into a plurality of frames, the voice data
being recorded using a microphone;

selecting part of the plurality of sections as the candidate
sections which possibly include the retrieval word by
performing first voice retrieval processing on the voice
data according to the detection criteria, the first voice
retrieval processing including calculating a matching
score using the detection criteria for each of the plu-
rality of sections included in the voice data, the match-
ing score indicating a possibility of the retrieval word
being included in each of the plurality of sections,
according to the first voice retrieval processing, and
detecting sections having the matching score that sat-
isfies the detection criteria as the candidate sections;

detecting a section including the retrieval word by per-
forming second voice retrieval processing using the
detection criteria on each of the selected candidate
sections, the second voice retrieval processing being
different from the first voice retrieval processing; and

outputting the detected section which includes the
retrieval word.



